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Abstract This paper presents a fuzzy goal programming (FGP) methodology for solving bi-level quadratic programming (BLQP) problems. In the FGP model formulation, firstly the objectives are transformed into fuzzy goals (membership functions) by means of assigning an aspiration level to each of them, and suitable membership function is defined for each objectives, and also the membership functions for vector of fuzzy goals of the decision variables controlled by decision maker at the first level are developed in the model formulation of the problem. To achieve the highest membership value of each of the fuzzy goals, we formulate the problem by minimizing the negative deviational variables and thereby obtaining the most satisfactory solution for all decision makers. A numerical example is given to demonstrate the proposed approach.
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1 Introduction

The bi-level programming problems (BLP) are hierarchical optimization problems in the sense that their constraints are defined in part by a second parametric optimization problem. We can also define BLP as a sequence of two optimization problems in which the feasible region of the upper level problem is determined implicitly by the solution set of the lower level problem. The decision maker at the upper level is termed the leader, and at the lower level, the follower. The leader and the follower each try to optimize their own objective function, but the decision affects the objective value at the other level [1].

A bi-level decision problem for $x \in X \subseteq R^n , \ y \in Y \subseteq R^m$ is formulated as follows [2]:

\[
\begin{align*}
\min_{x \in X} & \quad f_1(x,y) \\
\text{s.t.} & \quad G(x,y) \leq 0, \\
\min_{y \in Y} & \quad f_2(x,y) \\
\text{s.t.} & \quad g(x,y) \leq 0,
\end{align*}
\]

(1)
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where
\[ f_i(x, y) = c_i x + d_i y + (x, y)Q_i(x, y), \quad i = 1, 2. \]

Where \( Q_1 \) and \( Q_2 \) are constant symmetric matrices, \( f_1 \) and \( f_2 \) are the upper level (leader) and the lower level (follower) objective functions, respectively, while the vector-valued functions \( G : R^n \times R^m \to R^p \) and \( g : R^n \times R^m \to R^p \) are called the upper level and lower level constraints, respectively. We also denote the set of the constraint set of the problem by \( \Omega \).

Goal programming (GP) was originally proposed by Charnes and Cooper [3]. Fuzzy goal programming (FGP) involves applying the fuzzy set theory to goal programming, thus allowing the model to take into account the vague aspirations of a decision-maker. FGP approach studied by Mohamed [4] is an important technique in dealing with conflicting objectives of decision makers for satisfying decisions for overall benefit of the organization. In the present study, the FGP method is used to solve BLQP problem.

In this paper we investigate the solution of a quadratic bi-level programming problem by fuzzy goal programming method. The organization of the paper is as follows; following the introduction, this paper presents the formulation of QBLP in a FGP framework in Section 2. To illustrate the proposed methodology, a numerical example is considered in Section 3 and Section 4 deals with concluding remarks.

### 2 Fuzzy goal programming formulation

Let \((x^l, y^l; f_1^l)\) and \((x^u, y^u; f_2^u)\) be the optimal solutions of the leader and follower, respectively, when calculated in isolation over the feasible solution space \(\Omega\).

The solutions usually are different because of conflicts of nature between two objectives. Therefore, it can easily be assumed that all values larger than or equal to \(f_1^u (= f_1(x^u, y^u))\) and all values larger than or equal to \(f_2^u (= f_2(x^u, y^u))\) be absolutely unacceptable to leader and follower, respectively.

Let \( d_i = |f_i(x, y) - f_i^l|, \quad i = 1, 2 \) be the distance function with unit weight. This distance depends upon \((x, y)\). At \((x, y) = (x^l, y^l)\) (optimal point in \(\Omega\)-space), \(d_i = 0\) and as \(f_i(x, y) = f_i^u\), we get the maximum value of \(d_i\) as:
\[
\overline{d}_i = |f_i^u - f_i^l|, \quad i = 1, 2,
\]

and
\[
\overline{p} = \sup\{\overline{d}_i\}, \quad i = 1, 2.
\]

Thus the membership function for the fuzzy goals can be defined as [5], [6]:

\[
\mu_i(d_i(x, y)) = \begin{cases} 
0 & d_i(x, y) \geq 0 \\
\frac{p - d_i(x, y)}{p} & 0 < d_i(x, y) < p \\
1 & d_i(x, y) \leq 0
\end{cases}
\]
2.1 GP formulation

In a decision making situation, the aim of each DM is to achieve the highest membership value (unity) of the associated fuzzy goal in order to obtain the absolute satisfactory solution. However, in real practice, achievement of all membership values to the highest degree (unity) is not possible due to conflicting objectives. Therefore, decision policy for minimizing the regrets of the DMs for all the levels should be taken into consideration. Therefore, each DM should try to maximize his or her membership function by making them as close as possible to unity by minimizing its negative-deviational variables.

In a fuzzy programming (FP) approach, the highest degree of membership function is one. So, as in Mohamed [4], for the defined membership functions in the flexible membership goals for both the levels can be presented as

\[
\frac{p - d_i(x, y)}{p} + d_i^- - d_i^+ = 1, \quad i = 1, 2
\]

(3)

Where \(d_i^- (\geq 0)\) and \(d_i^+ (\geq 0)\) represent the under and over deviational variables, respectively, from the aspired levels. Now it can be easily realized that the membership goals in expression (3) are inherently nonlinear equation, and this may reduce computational difficulties in the solution process. The membership goals with aspired level 1 can be presented as

\[
-f_i(x, y) + f_i^+ + pd_i^- - pd_i^+ = 0, \quad i = 1, 2.
\]

(4)

Now, to build the membership functions for the fuzzy goals of the decision variables controlled by leader, the optimal solution \(x^{*1}\) of the upper level problem should be determined first.

The purpose of GP is to minimize the deviations between the achievement of goals and their aspiration levels. Now, we can get the solution of the first level problem by solving the following problem:

**Find** \((x, y)\) **so as to**

\[
\text{Min} \quad Z = d_i^-
\]

s.t.

\[
-f_i(x, y) + f_i^+ + pd_i^- - pd_i^+ = 0,
\]

\(G(x, y) \leq 0,\)

\(g(x, y) \leq 0.\)

(5)

the above model can be easily solved by the nonlinear techniques, the optimal solution is assumed to be \((x^{*1}, y^{*1}, f_i^{*1})\) In this way, the range of decision variable \(x\) should be around \(x^{*1}\) with maximum tolerance \(t = (t^L, t^R)\), and the following membership function specify \(x\) , as [7]:

\[
\mu_x(x) = \begin{cases} 
    \frac{x - (x^{*1} - t^L)}{t^L} & x^{*1} - t^L < x < x^{*1} \\
    \frac{x - (x^{*1} + t^R)}{t^R} & x^{*1} + t^R < x < x^{*1} + t^R \\
    0 & \text{otherwise}
\end{cases}
\]

(6)

Therefore, the membership goal with the aspired level one can be expressed as:
\[
\frac{x_i^+ - t_i^+}{t_i^L} + d_i^L - d_i^+ = 1, \\
\frac{x_i^+ + t_i^R - x_i}{t_i^R} + d_i^R - d_i^+ = 1,
\]

where \(d_i^L, d_i^R, d_i^L, d_i^R \geq 0\) with \(d_i^L \times d_i^L = 0, d_i^R \times d_i^R = 0\), represent the under and over deviational, respectively, from the aspired levels.

Now, considering the goal achievement problem of the goals at the same priority level, an equivalent fuzzy bi-level quadratic goal programming model of the problem can be proposed as:

\[
\text{Find} \ (x, y) \text{ so as to} \\
\text{Min} \ ZZ = w_{f_1}d_{i_1}^- + w_{f_2}d_{i_2}^- + w_L(d_{i_1}^- + d_{i_2}^+) + w_R(d_{i_1}^- + d_{i_2}^+),
\]

s.t.
\[
-f_i(x, y) + p d_i^- - pd_i^+ = 0, \quad i = 1, 2. \\
\frac{x_i^+ - t_i^+}{t_i^L} + d_i^L - d_i^+ = 1, \\
\frac{x_i^+ + t_i^R - x_i}{t_i^R} + d_i^R - d_i^+ = 1, \\
G(x, y) \leq 0, \\
g(x, y) \leq 0.
\]

where \(ZZ\) represents the fuzzy achievement function consisting of the weighted under deviational variables \(d_i^- \) \(i = 1, 2\) and the under and over deviational variables \(d_i^L, d_i^R, d_i^L, d_i^R\) for the fuzzy goals of all the ULDM variables, where the numerical weights \(w_{f_i} (i = 1, 2)\), \(w_L\) and \(w_R\) represent the relative importance of achieving the aspired levels of the respective fuzzy goals subject to the constraints set in the decision situation.

In the present formulation, numerical weights \(w_{f_i} (i = 1, 2)\), \(w_L\) and \(w_R\) are determined as [4]:

\[
w_{f_i} = \frac{1}{f_i^u - f_i^l}, \quad w_L = \frac{1}{t_L}, \quad w_R = \frac{1}{t_R}
\]

4 Numerical example

Consider the following QBLP problem [8]:

\[
\text{Min}_{x \in X} f_1(x, y) = x_1^2 - 3x_2 - 4y_1 + y_1^2 \\
s.t. \quad x_1^2 + 2x_2 \leq 4, \\
\text{Min}_{y \in Y} f_2(x, y) = 2x_1^2 + y_1^2 - 5y_2 \\
s.t. \quad x_1^2 - 2x_1 + x_2^2 - 2y_1 + y_1 \geq -3, \\
x_2 + 3y_1 - 4y_2 \geq 4.
\]
The individual optimal solutions of the leader and follower are \((x_1^*, x_2^*, y_1^*, y_2^*) = (0, 2, 4, 1)\) with \(f_1^L = -21\) and \((x_1^*, x_2^*, y_1^*, y_2^*) = (0, 2, 1.87, 0.9)\) with \(f_1^L = -1\), respectively. The lower tolerance limits of the goals are defined as \(f_1^u = -12.67\) and \(f_2^u = 11\).

The optimal solution of upper level problem based on (5) is \((x^r, x^r, y^r, y^r) = (0, 2, 3.99, 0.99)\). Let the upper level DM decide \((x^r, x^r) = (0, 2)\) with positive tolerance \(d_1^{R+} = 1, d_2^{R+} = 1\) and weight of \(w_1^R = w_2^R = 1\) (one-sided membership function).

The satisfactory solution of the DBL-MOLP problem based on (8) is \((x^*, y^*) = (0, 2, 2.9, 1.6)\) with objective functions values \(f_1 = -15\) and \(f_2 = 0.41\) with membership functions values \(\mu_{f_1} = 0.5\) and \(\mu_{f_2} = 0.89\), respectively.

### 4 Discussion and Conclusion

Various proposed methods for solving the bilevel programming problems can be classified into the following five categories [9]: extreme-point search; transformation approach; descent and heuristic; intelligent computation and interior point. Jie Lu et al. [10] point out that there are two fundamental issues in both bilevel decision theory and practice. One is how to model a real-world bilevel decision problem that may have various situations at the two decision levels, and the other is how to find an satisfactory solution for the decision problem for the bilevel programming problems, which are generally difficult to solve due to the complexity of the problem. It has been proved that solving the bilevel linear programming is an NP-hard problem [2,8] and even it is an NP-hard problem to search for the locally optimal solution of the bilevel linear programming [8]. Thus, it is difficult to solve the bilevel programming, especially to solve the bilevel quadratic programming. For the above reasons, the most existing numerical techniques are effective only for bilevel quadratic programming with special structure or obtaining the local solution for bilevel nonlinear programming.

Presently many approaches have been made to solve BLQP mostly based on KKT programming.

The fundamental deficiency of current Kuhn–Tucker approach remains is that it could not well solve a quadratic BLP problem when constraint functions at the upper-level are of arbitrary quadratic form [2].

In [8], Guangmin Wang and et al., proposes an approximate programming algorithm to solve bilevel nonlinear programming problem. In algorithm, the perturbed Fischer-Burmeister function is adopted, which can avoid the difficulty of dealing with the non-differentiable because of the complementary condition. And the simplex method is adopted to solve the approximate problem to the nonlinear programming transformed from the bilevel nonlinear programming.

However, it has not yet made a significant breakthrough in the field of BLQPP. In this paper we apply FGP method to solve BLQPP. Following are the advantages and special features of the proposed FGP approach to BLQPP:

1. In the well-known GP model, it is often difficult for the DM to decide the desired levels for the goals. Our proposed FGP approach presents an easy way to determine suitable aspiration levels instead of relying solely on the DMs experience which may lead to an inaccurate solution and increase the solution time.

2. In practical applications, the required data of BLQPP may be imprecise. Thus, adaptation of fuzzy sets theory in the solution process increases the flexibility and effectiveness of the FGP approach.

3. Using GP in conjunction with fuzzy set theory for solving BLQPP provides a satisfactory solution. Adding interactive programming to this combination leads to the preferred satisfactory solution. Thus, model (8) can be considered as an integrated and easy mathematical model to solve BLQPP problems.
4. Most advantageous feature of our FGP approach is that one can easily apply it to non-linear programming problems. This method is very effective at finding satisfactory solution or near optimal solution.

In this paper, a FGP approach is proposed to solve BLQP problems. This technique can be easily extended for other BLQP problems where the decision variables are integers. In the same fashion the present problem can be also considered and extended for the case of bi-level quadratic fractional programming problems.
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